






    
    

Figure 9: Two 3-D views of infinitival complementizer variants für (red) and zum (blue) (Sibler, 2011: 51). 

 

Geostatistics to Highlight Specific Patterns 

The methods discussed so far all focus on cartographic visualization. However, it should 
be pointed out that the intensity values—both without and with KDE interpolation—can 
also be processed further, in an analytical sense. As is well known in GIScience, there are 
plenty of geostatistics methods available that can be applied to linguistic data. Our lin-
guistic data are originally counts data, which limits the options for geostatistical analysis. 
However, if these counts are converted to intensities (see above), then many more options 
become available. 

Sibler (2011) conducted several geostatistical analyses. Among others, in order to test the 
hypothesis by Seiler (2005) who postulated that the two variants of the infinitival com-
plementizer would form two opposing inclined planes, trend surface analysis was carried 
out. Trend surfaces of first to fourth order were fitted to the unsmoothed intensities and 
the residuals tested with an F-test, showing a highly significant trends (p < 0.01). This 
analysis also revealed that the general direction of the trend is not from West to East, but 
rather rotated by 45 degrees, that is SW to NE. For the same intensity data, Moran’s I (to 
test for global autocorrelation) as well semivariogram fitting were used, with semivari-
ograms fitted to two stripes of data, one in the direction parallel to the strike of the in-
clined planes (SW-NE), the other one perpendicular (NW-SE). This revealed a clear 
direction dependency of the semivariograms, and thus also supports the inclined plane 
hypothesis. 

Another linguistic feature that was further explored and tested was the complementizer in 
comparative clauses. As Figure 8 showed, the als variant is so wide-spread and dominant 
over the entire area that only in few cases do the other three variants become dominant. 
As soon as KDE interpolation is applied, the small pockets of dominance of other vari-
ants disappear completely. The question, then, is whether below this ‘blanket’ of the 
dominant als variant the other variants show some distinct patterns. On the point symbol 
maps for this feature, it is very hard to extract clear patterns; only careful study give hints 
to that extent. On the area-class maps that focus on the display of dominant variants, it is 
simply impossible to see anything, due to the overwhelming dominance of als. Therefore, 
the intensity data were subjected to an analysis of local spatial autocorrelation using the 
Getis-Ord Gi* statistic (Ord and Getis, 1995; Getis, 2010), which has also been used in 
dialectology by Grieve et al. (2011). The result can be seen in Figure 10. Very clearly, it 
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paints a much more differentiated picture than the maps of Figure 8 do. In Figure 10, we 
can see hot spots (clusters of highly positive Z-scores) and cold spots (clusters of highly 
negative Z-scores) for all variants, except for the wan variant, which shows only a hot 
spot in the Valais / Bernese Alps region, where it is the dominant variant. The als variant 
does no longer appear as overwhelmingly dominant as would seem from Figure 8. The 
wie variant appears with a prominent hot spot along the Northern border of the Swiss 
border towards Germany. These quantitatively extracted patterns support the qualitative 
findings of Friedli (2005), who had reached his conclusions based on the study of point 
symbol maps. 

 

Figure 10: Four variants for complementizer in comparative clauses, displayed with hot/cold spot maps 
using the Getis-Ord Gi* statistic (Sibler, 2011: 76). 

 

Discussion 
We have presented five cartographic visualization methods: 1) point symbol maps (our 
baseline), 2) area-class maps based on Voronoi polygons, 3) area-class maps using inten-
sities from KDE interpolation, 4) 3-D views, and 5) geostatistical analysis and mapping 
techniques. In the following discussion we will call these five methods short M1 to M5, 
in order to save space. Likewise, the requirements will be abridged to R1-R11. 

Naturally, other methods could be imagined than the five methods presented here. How-
ever, given our experience with language and dialect atlases, we argue that they consti-
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tute a representative sample that stands for a broad range of different characteristics of 
visualization and GIScience methods. 

R1 (focus on single features): Since we focus on the study of individual language features 
(rather than aggregate variation; Nerbonne, 2010), all visualization and analysis methods 
that assume multivariate input data are automatically ruled out. Conversely, requirement 
R1 is met by all methods of this paper. 

R2 (display co-occurring variants; co-location): M1 obviously can display multiple 
variants at the same spot, though with increasing number of these variants, and increasing 
density sample sites, the map will become less and less legible, particularly with respect 
to R6. On the other hand, M2 and M3, with their focus on dominant variants, do not meet 
R2. M4 can deal with spatial co-occurrence (i.e. co-location), but similarly to M1 legibil-
ity decreases rapidly with increasing number of variants. Like all 3-D displays, M4 also 
suffers from visibility problems (part of the display may be hidden). Finally, M5 focuses 
primarily on analysis not visualization and is not capable of dealing with co-location. 

R3 (fill in missing values): Both M1 and M2 focus on the ‘raw’ data and have no interpo-
lation facility; they cannot infer missing values at locations where no data was collected. 
M3 interpolates intensity values from KDE (possibly at arbitrary locations) and thus 
meets R3. M4 relies on intensities generated by M3 (but renders them in 3-D) and this 
meets R3. And some of the M5 geostatistics methods (kriging, trend surfaces, etc could 
also interpolate values). 

R4 (support of isogloss/boundary delineation): M1 supports the delineation of language 
boundaries graphically. The advantage here is the map reader can visually infer bounda-
ries but is not influenced by the interpretation of an automated, quantitative method.  M2 
already introduces a model (the Voronoi diagram). Thus, delineation of language bounda-
ries is possible, but will be influenced by the Voronoi structure, which pre-supposes the 
position of boundaries. M3 clearly helps finding potential language boundaries (some-
times even non-obvious ones, see Figure 7), but it also imposes a computational model 
that is bound to have an effect on the result (cf. Fig. 8). M4 is less suited for R4, due to 
visual overlaps and unfamiliar perspective. M5 offers several geostatistical methods that 
can help in boundary delineation. 

R5 (gradient display and boundary inference): The requirement is an extension of R4. In 
M1, gradients must be ‘perceived’ visually (like the gradients that ‘feel’ smoother in Fig. 
1 and 2 than in Fig. 3). M2, the Voronoi model assumes a discrete surface and can thus 
not infer gradients. M3, on the other hand, has excellent capabilities for gradient compu-
tation, and based on gradients also boundary inference. Since intensity values are the 
same in M4 as in M3, and in M5, both M4 and M5 also have gradient mapping and de-
lineation capability. 

R6 (easy-to-read depiction of global/local patterns): As mentioned similarly for R4, M1 
allows to visually explore patterns. The human visual and cognitive system is capable of 
seeing highly complex patterns that are hard to describe. On the other hand, visual inter-
pretation is subjective and may not lead to the same result, if different map readers are 
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given the same task of map reading. M2 is similar regarding fulfillment of R6, though no 
longer with point data (which might have a perceptual and cognitive effect). M3 in gen-
eral helps to detect patterns, as through smooth KDE interpolation noise in the input data 
is suppressed (fig. 7). But it may sometimes also plane away local patterns (cf. Fig. 8). 
M4 visualizes global trends very well, but local patterns may disappear, not the least due 
to perspective foreshortening and visibility problems. M5 may support both, the detection 
of global trends (through Moran’s I, semivariograms or trend surfaces) as well as local 
patterns (local point pattern statistics such as Gi*).  

R7 (weighting of display with frequency of occurrence): As the symbology of the map in 
Figures 1 and 2 shows, M1 meets R7. M2 to M4 all rely on the display of dominant 
variants. Thus it is not possible to visualize directly the frequency of occurrence of the 
variants. However, it is possible to use the frequencies as weights in the computation of 
the dominant variant in M2 and the intensities of dominant variants in M3 and M4, re-
spectively. Similarly, M5 can also not directly display count frequencies, but can use 
them as weights in geostatistical analysis. 

R8 (display reliability / uncertainty of observations): The situation for this requirement is 
similar to that of R7. M1 is the only method that has the potential to construct point 
symbols that could directly display reliability of observations (e.g. through change of 
saturation), although no example of this is shown in this paper. M2 to M5, again will 
have a problem displaying reliability as a separate visual variable (particularly the area-
class methods M2 and M3), but in all methods, reliability / uncertainty could be used as a 
weight in establishing quantitative values such as variant intensities. 

R9 (attractiveness of map): All maps seem attractive, each in its own way. M3, for in-
stance, might be particularly attractive in the interactive version, which allows visual 
interactive exploration. M3 and M5 may be particularly attractive because they very 
vividly show global vs. local patterns of linguistic variation. 

R10 (include base map): All examples of M1 (Fig. 1 to Fig. 3) include base maps. While 
base maps would be theoretically possible (and advisable!) for all methods, only point 
symbols can be easily combined with base maps, while it is definitely more demanding to 
overlay linear or areal data on a base map. The geostatical map (M5) of Figure 10 is 
essentially also a point symbol map. Hence, the same applies as to M1. 

R11 (provide quantitative measures for statistical testing): M1 to M4 focus on visualiza-
tion, and hence are useful primarily for visual, exploratory analysis rather than confirma-
tory, statistical analysis. Since M3 and M4 use KDE, which generates smooth gradients, 
fitting calculating derivatives of the intensity surface (e.g. gradient, curvature) could be 
envisioned. M5 is built for analysis: maps are only a by-product of geostatical analysis. 
Hence, M5 (geostatistics) really represents the culmination in an analytical sense: After 
visualization of the type of M1 to M4 have been used, and hypotheses formulated, analy-
sis methods from geostatistics and statistics are used to falsify/verify these hypotheses. 
Further visualizations such as the one shown in Figure 10 may then be shown to further 
explore and communicate the results of geostatistical analysis. 
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Conclusions 
Starting off from the identification of the peculiarities of linguistic data we have defined 
an extensive set of requirements, which visualizations of linguistic data should meet 
(with the constraint, though, that they are used to map variations of single linguistic 
features). We have then presented five different cartographic visualization techniques. 
The five methods were chosen so they jointly span a broad scope of visualization options, 
and so they can be used to explore linguistic data in multiple ways, hypothesize about 
spatial patterns of linguistic variation, and finally test and confirm such linguistic hy-
potheses. On the basis of data from the Syntactical Atlas of Swiss German Dialects 
(SADS) we then demonstrated these visualization techniques, which provided the basis 
for an in-depth evaluation and discussion of the methods regarding the requirements 
defined initially. 

Not surprisingly, none of the presented techniques meets all of our requirements (which 
partially represent trade-offs). However, each of them has its distinctive strengths, so that 
in combination of several visualizations, optimal results should be achieved. We used 
point symbol maps as a baseline, since they are used in the current production of the 
SADS publication, which is nearing completion. The key advantage is that the original 
observations can be mapped without further processing and alteration by some statistical 
procedure; the map image is not biased by the potential effects imposed by some quanti-
tative method (e.g. the excessive smoothing effect visible in Figure 8). Also, point sym-
bols can be designed and configured in almost unlimited ways, and they can be easily 
combined with other map information (e.g. base map). Voronoi polygons of dominant 
variants provide an easy way to generate area-class maps and to get a first picture of the 
areal coverage of a linguistic feature. As in points symbol maps, no further processing 
takes place. On the other hand, they are susceptible to noise in the original data (again 
like point symbol maps). Area-class maps that are based on intensities from KDE intro-
duce a smooth interpolation function that allows extending local trends across neighbor-
hoods, panes away small outliers and noise, and particularly brings out the big picture. 
Also, it offers a method to interpolate values where they are missing. 3-D views are based 
on the intensities calculated by the previous technique, but they eliminate the problem of 
the 2-D techniques that the only dominant variants are rendered. In 3-D trends and breaks 
in the spatial variation of a linguistic feature, as well as the interplay of different variants, 
become better visible and can be explored interactively. Finally, geostatistical analysis 
and mapping techniques represent a whole family of methods that can be used to analyze 
and later visualize specific patterns of linguistic variation in geographic space on the 
global and local level. 
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